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METHODS FOR CAMERA MOVEMENT ment exceeds a predetermined threshold . In other examples , 
COMPENSATION the methods and systems use the motion data and portions of 

immediate previous frames to adjust a frame where the 
CROSS - REFERENCE TO RELATED detected camera movement exceeds the predetermined 

APPLICATION 5 threshold to create an adjusted frame that compensates for 
the detected camera movement . In still other examples , 

This application is a continuation of U.S. patent applica- frames are adjusted if the detected camera movement 
tion Ser . No. 16 / 146,334 , filed Sep. 28 , 2018 , which is a exceeds a first threshold and rejected if the detected move 
continuation of U.S. patent application Ser . No. 14 / 806,926 , ment exceeds a second threshold . In applications where a 
filed Jul . 23 , 2015 , which claims priority to benefit of U.S. 10 consistent data stream is required , rejected frames may be 
Provisional Application No. 60 / 037,239 , filed on Aug. 14 , replaced with duplicates of the most recent immediately 
2014 , which are hereby incorporated by reference for all adjacent frame that has been accepted or adjusted . 
purposes . 

BRIEF DESCRIPTION OF THE SEVERAL 
BACKGROUND VIEWS OF THE DRAWINGS 15 

The present disclosure relates generally to object and FIG . 1 shows a schematic view of an example of a 
motion detection by a camera - equipped computer system . In programmable computing device . 
particular , methods of compensating for camera movement FIG . 2 shows a schematic view of an example of a mobile 
while performing object recognition and gesture detection 20 electronic device . 
computer system are described . FIG . 3 is a flowchart of a first example of a method for 
As wearable technology such as the Google® Glass compensating for camera movement for gesture detection 

device continues to develop , so do new ways of interacting and object recognition by a moving camera . 
with such devices . One possible method of interaction is the FIG . 4 is a flowchart of a second example method for 
use of gestures motions made by the user with their 25 compensating for camera movement for gesture detection 
fingers , hands , and / or arms that allow the user to manipu- and object recognition by a moving camera . 
late information displayed on a wearable device's display . FIG . 5 is a diagram depicting an implementation of the 
Wearable devices typically position a display within the first example of a method for compensating for camera 
user's field of vision , allowing information to effectively be movement for gesture detection and object recognition by a 
superimposed on whatever the user is viewing . By incorpo- 30 moving camera of FIG . 3 . 
rating visual sensors into the wearable device , the user can FIG . 6 is a diagram depicting an implementation of the 
make gestures within his or her field of view that appear , to second example of a method for compensating for camera 
the user , to manipulate the superimposed images . The accu- movement for gesture detection and object recognition by a 
rate detection of such gestures requires the device to be able moving camera of FIG . 4 . 
to distinguish between portions of the scene viewed by the 35 
visual sensor that are moving from those that are stationary . DETAILED DESCRIPTION OF THE 
However , by their very nature , wearable devices are subject INVENTION 
to frequent movement as the wearer goes about his or her 
daily routines . This presents a challenge to gesture detection ; The disclosed methods will become better understood 
as the camera moves with the device movement , everything 40 through review of the following detailed description in 
in the captured image appears to move , rendering the conjunction with the figures . The detailed description and 
detection of a gesture apart from the rest of the scene figures provide merely examples of the various inventions 
problematic . described herein . Those skilled in the art will understand that 
Known methods of gesture detection and object recogni- the disclosed examples may be varied , modified , and altered 

tion , then , are not entirely satisfactory for the range of 45 without departing from the scope of the inventions described 
applications in which they are employed . For example , herein . Many variations are contemplated for different appli 
existing methods require the user to focus on holding still cations and design considerations ; however , for the sake of 
while making gestures or risk having a gesture either go brevity , each and every contemplated variation is not indi 
unrecognized or be misinterpreted . In addition , employing vidually described in the following detailed description . 
conventional methods may result in the apparent motion of 50 Throughout the following detailed description , examples 
stationary objects resulting from camera movement being of various methods are provided . Related features in the 
interpreted as a gesture . examples may be identical , similar , or dissimilar in different 

Thus , there exists a need for methods that improve upon examples . For the sake of brevity ; related features will not 
and advance the design of known methods of image capture be redundantly explained in each example . Instead , the use 
for gesture detection and recognition . Examples of new and 55 of related feature names will cue the reader that the feature 
useful methods relevant to the needs existing in the field are with a related feature name may be similar to the related 
discussed below . feature in an example explained previously . Features spe 

cific to a given example will be described in that particular 
SUMMARY example . The reader should understand that a given feature 

60 need not be the same as or similar to the specific portrayal 
The present disclosure is directed to methods and systems of a related feature in any given figure or example . 

for camera movement compensation for gesture detection With reference to FIGS . 1-3 , a first example of a method , 
and object recognition . The disclosed systems preferably use method 30 , will now be described . Method 30 functions to 
a camera in conjunction with a motion sensing device . In detect when a camera that is to be used for gesture recog 
some examples , the methods and systems analyze motion 65 nition or object detection is moving excessively and is thus 
data associated with the sequential frames of a video stream liable to cause erroneous recognition and interpretation of 
and reject those frames where the detected camera move- gestures . The method then modifies the camera image 





US 10,999,480 B2 
5 6 

nected to or other include a telephone . The telephone may In many examples , computers may define mobile elec 
be , for example , a wireless “ smartphone , ” such as those tronic devices , such as smartphones , smart glasses , tablet 
featuring the Android or iOS operating systems . As known computers , or portable music players , often operating the 
in the art , this type of telephone communicates through a iOS , Symbian , Windows - based ( including Windows Mobile 
wireless network using radio frequency transmissions . In 5 and Windows 8 ) , or Android operating systems . 
addition to simple communication functionality , a " smart- With reference to FIG . 2 , an exemplary mobile device , 
phone ” may also provide a user with one or more data mobile device 200 , may include a processor unit 203 ( e.g. , 
management functions , such as sending , receiving and view- CPU ) configured to execute instructions and to carry out 
ing electronic messages ( e.g. , electronic mail messages , operations associated with the mobile device . For example , 
SMS text messages , etc. ) , recording or playing back sound 10 using instructions retrieved from memory , the controller 
files , recording or playing back image tiles ( e.g. , still picture may control the reception and manipulation of input and 
or moving video image tiles ) , viewing and editing files with output data between components of the mobile device . The 
text ( e.g. , Microsoft Word or Excel files , or Adobe Acrobat controller can be implemented on a single chip , multiple 
files ) , etc. Because of the data management capability of this chips or multiple electrical components . For example , vari 
type of telephone , a user may connect the telephone with 15 ous architectures can be used for the controller , including a 
computer 101 so that their maintained data may be synchro- dedicated or embedded processor , single purpose processor , 
nized . controller , ASIC , etc. By way of example , the controller may 

In another example , computer 101 may be connected to or include microprocessors , DSP , A / D converters , D / A con 
otherwise include an eyewear article . The eyewear article verters , compression , decompression , etc. 
may be , for example , a “ smart ” eyewear article , such as a 20 In most cases , the controller together with an operating 
wearable computing device like Google® Glass . system operates to execute computer code and produce and 

The “ smart ” eyewear technologies are particularly suited use data . The operating system may correspond to well 
to the display of " augmented reality " displays . " Augmented known operating systems such iOS , Symbian , Windows 
reality " displays comprise a computer - generated graphical based ( including Windows Mobile and Windows 8 ) , or 
display laid over a portion of a user's or mobile device's 25 Android operating systems , or alternatively a special pur 
natural field of vision . These " augmented reality " displays pose operating system , such as those used for limited 
allow a user to view computer - generated images including purpose appliance - type devices . The operating system , other 
data related to objects in their natural field of vision . computer code and data may reside within a system memory 
Augmented reality displays may include any display includ- 207 that is operatively coupled to the controller . System 
ing both natural and computer - generated elements . 30 memory 207 generally provides a place to store computer 
Of course , still other peripheral devices may be included code and data that are used by the mobile device . By way of 

with or otherwise connected to a computer 101 of the type example , system memory 207 may include read - only 
illustrated in FIG . 1 , as is well known in the art . In some memory ( ROM ) 209 , random - access memory ( RAM ) 211 . 
cases , a peripheral device may be permanently or semi- Further , system memory 207 may retrieve data from storage 
permanently connected to computing unit 103. For example , 35 units which may include a hard disk drive , flash memory , 
with many computers , computing unit 103 , hard disk drive etc. In conjunction with system memory 207 , storage units 
117 , removable optical disk drive 119 and a display are 294 may include a removable storage device such as an 
semi - permanently encased in a single housing . optical disc player that receives and plays DVDs , or card 

Still , other peripheral devices may be removably con- slots for receiving mediums such as memory cards ( or 
nected to computer 101 , however . Computer 101 may 40 memory sticks ) . 
include , for example , one or more communication ports Mobile device 200 also includes input devices 221 that 
through which a peripheral device can be connected to are operatively coupled to processor unit 203. Input devices 
computing unit 103 ( either directly or indirectly through bus 221 are configured to transfer data from the outside world 
113 ) . These communication ports may thus include a parallel into mobile device 200. As shown , input devices 221 may 
bus port or a serial bus port , such as a serial bus port using 45 correspond to both data entry mechanisms and data capture 
the Universal Serial Bus ( USB ) standard or the IEEE 1394 mechanisms . In particular , input devices 221 may include 
High - Speed Serial Bus standard ( e.g. , a Firewire port ) . touch sensing devices 232 such as touch screens , touch pads 
Alternately or additionally , computer 101 may include a and touch sensing , surfaces , mechanical actuators 234 such 
wireless data “ port , ” such as a Bluetooth® interface , a Wi - Fi as button or wheels or hold switches , motion sensing devices 
interface , an infrared data port , or the like . 50 236 such as gyroscopes , accelerometers and magnetic com 

It will be appreciated that a computing device employed passes , location detecting devices 238 such as global posi 
according to various examples of the invention may include tioning satellite receivers , based location detection function 
more components than the computer 101 illustrated in FIG . ality , or cellular radio based location detection functionality , 
1 , fewer components than computer 101 , or a different force sensing devices 240 such as force sensitive displays 
combination of components than computer 101. Some 55 and housings , image sensors 242 such as light cameras 
implementations of the invention , for example , may employ and / or IR cameras , and microphones 244. Input devices 221 
one or more computing devices that are intended to have a may also include a clickable display actuator . 
very specific functionality , such as a digital music player or More specifically , in the presently described gesture rec 
the server computer . These computing devices may thus ognition systems , input devices 221 include at least a 2D 
omit unnecessary peripherals , such as the network interface 60 camera 243 ( one of image sensors 242 ) . 2D camera 243 can 
115 , removable optical disk drive 119 , printers , scanners , be a visible , light camera and / or a thermographic camera , 
external hard drives , etc. Some implementations of the such as those described above in reference to 2D camera 
invention may alternately or additionally employ computing 122. Accordingly , 2D camera 243 has the same functions 
devices that are intended to be capable of a wide variety of and capabilities as those described above in reference to 2D 
functions , such as a desktop or laptop personal computer . 65 camera 122 . 
These computing devices may have any combination of Returning to FIG . 2 , mobile device 200 also includes 
peripheral devices or additional components as desired . various output devices 223 that are operatively coupled to 
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processor unit 203. Output devices 233 are configured to detection of and determination of the amount of camera 
transfer data from mobile device 200 to the outside world . movement between each frame of the video stream . How 
Output devices 233 may include a display unit 292 such as ever , depending on the hardware used to implement the 
an LCD , speakers or jacks , audio / tactile feedback devices , disclosed invention , motion data can also be sampled at a 
light indicators , and the like . 5 rate separate or independent from the camera frame rate . 

Mobile device 200 also includes various communication When the sampling rate is greater than the video stream 
devices 246 that are operatively coupled to the controller . frame rate , motion data samples recorded between two 
Communication devices 246 may , for example , include both frames are ideally aggregated into a single value which 
an I / O connection 247 that may be wired or wirelessly represents the cumulative motion since the last captured 
connected to selected devices such as through IR , USB , or 10 frame of the video stream . This aggregated value is reset 
Firewire protocols , a global positioning satellite receiver after use , so as to only reflect movements and position 
248 , and a radio receiver 250 which may be configured to changes since the most recent captured frame . Where the 
communicate over wireless phone and data connections . sampling rate is slower than the video stream , a possible 
Communication devices 246 may also include a network approach includes performing a trend analysis on the data 
interface 252 configured to communicate with a computer 15 and extrapolating values corresponding to the motion of 
network through various means which may include wireless each individual frame . The preferred end result of any 
connectivity to a local wireless network , a wireless data approach yields motion data that corresponds with and can 
connection to a cellular data network , a wired connection to be tagged to each individual frame of the video stream . 
a local or wide area computer network , or other suitable Motion data ideally includes information from gyroscopic 
means for transmitting data over a computer network . 20 sensors , such as the angular shift of the camera , and can also 

Mobile device 200 also includes a battery 254 and pos- include information from accelerometers , to indicate a linear 
sibly a charging system . Battery 254 may be charged shift , and even magnetic compasses and GPS receivers . The 
through a transformer and power cord or through a host implementing device's motion sensors are used to determine 
device or through a docking station . In the cases of the when the camera is in motion and the motion's magnitude . 
docking station , the charging may be transmitted through 25 For example , a gyroscopic sensor provides data on the 
electrical ports or possibly through an inductance charging current rate of angular rotation . A gyroscope on a device that 
means that does not require a physical electrical connection is kept at a relatively constant attitude ( not tilting , rolling , or 
to be made . yawing ) will return values indicating little to no rate of 

The various aspects , features , embodiments or implemen- change . A sudden attitude shift , e.g. a quick tilt , will momen 
tations of the invention described above can be used alone 30 tarily register as a high angular change , followed by a return 
or in various combinations . The methods of this invention to a low or no rate of change when the gyroscope is held at 
can be implemented by software , hardware or a combination a relative constant attitude . Likewise , an accelerometer will 
of hardware and software . The invention can also be embod- indicate a rate of acceleration in a given axis with some 
ied as the computer readable code on a computer readable number greater than zero , with larger numbers indicating a 
medium ( e.g. a nontransitory computer - readable storage 35 greater amount of acceleration , and smaller numbers indi 
medium ) . The computer readable medium is any data stor- cating little to no change in velocity . By attaching a gyro 
age device that can store data which can thereafter be read scope and / or accelerometer rigidly to an object such as a 
by a computer system , including both transfer and non- camera , changes in motion of the camera in space can be 
transfer devices as defined above . Examples of the computer detected . 
readable medium include read - only memory , random access 40 In step 305 , this motion data is analyzed . If the detected 
memory , CD - ROMs , flash memory cards , DVDs , magnetic angular rotation or acceleration exceeds a predetermined 
tape , optical data storage devices , and carrier waves . The threshold , the frame is ignored or rejected in step 306. The 
computer readable medium can also be distributed over predetermined amount is set based upon the application and 
network - coupled computer systems so that the computer algorithms that will be using the processed data stream . For 
readable code is stored and executed in a distributed fashion . 45 typical gesture detection applications , a threshold in the 

Turning to FIG . 3 , method 30 begins with initialization of range of five to 15 degrees angular shift , as detected by a 
the implementing device's camera in step 301 and motion gyroscope , has proven to be appropriate . For step 307 , the 
sensors in step 302. Initialization of the motion sensors may rejected frames can either be deleted from the stream and not 
include establishing a starting position to serve as a frame of passed on to the receiving application or routine or can be 
reference for detection of motion in subsequent frames . 50 flagged as being outside of the acceptable movement thresh 
Once initialized , the implementing device begins to capture old . Alternatively , the last non - rejected ( accepted ) frame 
a video stream from the camera in step 303 , and in step 304 immediately prior in sequence to the rejected frame can 
captures motion data from the motion sensors . The motion simply be duplicated and inserted into the output video 
data from step 304 is next examined in step 305 to determine stream in place of the rejected frame . Where a series of 
if a large camera movement has occurred relative to the 55 frames are rejected in sequence , the last accepted frame is 
previous frame . In step 306 , if an unacceptably large move- duplicated for each successive rejected frame , until a new 
ment is detected , the associated frame is ignored ; if the accepted frame is reached . 
movement is within an acceptable range , then the associated Alternatively or in addition , motion data for a given frame 
frame is retained . Finally , in step 307 the accepted frames can be compared against the motion data for the previous 
are passed to any application or routine that will utilize the 60 frame or frames in sequence prior to a given frame . Such a 
output video stream , preferably , an application that performs comparison can yield information about whether a move 
object and gesture recognition on the video . ment is relatively continuous and smooth , such as when a 

Considering steps 304 and 305 in greater detail , informa- camera is being panned and / or tilted intentionally , or a 
tion from the motion sensors is preferably sampled at rate momentary movement more associated with a twitch or a 
identical to the frame rate of the video stream in step 304. 65 jerk . Motion data can thus be used to detect and remediate 
By doing so , motion data can be directly associated with unwanted camera movements that occur during a desired 
each successive frame from the video stream , enabling camera movement , such as when object recognition is being 
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performed on a moving object being followed by the user . A moving portions of a captured scene from the background , 
user panning their head , in the case of a camera attached to which are then passed to the routine or application perform 
a pair of smart glasses , to follow an object in sight would ing gesture detection and identification . 
cause motion data indicating a steady motion over a rela- Where image stitching is used , the captured data from the 
tively long number of frames , as compared to an occasional 5 motion sensors can be used as a reference for lining up the 
twitch . In such a situation , each frame's motion data can be consecutive frames to seamlessly perform the stitching 
compared with the previous frame to detect relative changes process . This helps provide a more accurate result than 
in motion . Thus , a jerk in panning movement may be traditional image stitching techniques , where image features 
detected by comparing the difference in motion between two are typically matched up in an attempt to guess how the 
frames against the predetermined threshold . 10 camera has shifted . 
Where panning is steady , the angular motion detected by Methods 30 and 40 can be combined to provide a superior 

a gyroscope would be consistent from frame to frame ( even video stream for gesture detection and identification . Ideally , 
if the motion data for a given frame would exceed the two different thresholds of motion are used : a lower motion 
predetermined threshold ) , and a difference of the motion threshold for the implementation of method 40 , where 
data between two frames would be close to zero . If the 15 frames are perspective and shift corrected , and an upper 
difference then exceeded the predetermined threshold , the threshold , at which point method 30 is implemented and 
frame could be rejected , and subsequent frames compared to frames with a relatively large motion difference are ignored . 
the last accepted frame and rejected until the difference from FIG . 5 graphically depicts the results of method 30 
the last accepted frame fell below the predetermined thresh- described above and depicted in FIG . 3. A sequence of 
old . Furthermore , by tracking changes in motion data from 20 frames 502 , 504 and 506 from a video camera are shown , 
frame to frame over a sequence of several frames , the along with the corresponding graphs of motion data 503 , 505 
initiation or discontinuance of an intentional camera move- and 507 from a motion sensor configured to detect camera 
ment can be detected if required by an application receiving tilt . As can be seen , frame 504 shows a picture that has a 
the output video stream . skewed perspective from surrounding frames 502 and 506 , 

Turning attention to FIG . 4 , a second example of a method 25 which is also detected by the motion sensor and depicted in 
40 will now be described . Method 40 includes many similar the graph of motion data 505. A comparison of motion data 
or identical features to method 30. Thus , for the sake of 505 with motion data 503 would result in a difference that 
brevity , each feature of method 40 will not be redundantly exceeds the preconfigured deletion threshold and conse 
explained . Rather , key distinctions between method 40 and quently , frame 504 would be disregarded . Following disre 
method 30 will be described in detail and the reader should 30 garding of frame 504 , motion data 507 , associated with 
reference the discussion above for features substantially frame 506 , would be compared with motion data 503 and , 
similar between the two methods . the camera having returned to substantially its original 
As can be seen in FIG . 4 , method 40 includes steps 401 position , the comparison would be below the threshold 

and 402 for initialization of the camera and motion sensors , indicating deletion , and frame 506 would be passed through 
steps 403 and 404 for the capture of video and motion data 35 to final video stream 510. Final video stream 510 would then 
from the camera and motion sensors , and step 405 where the be created by a merge 509 of frame 502 , a duplicate of frame 
motion data is analyzed to determine the movement of each 502 , and frame 506. As can be seen , final video stream 510 
frame relative to its predecessor . However , in contrast to has a smooth sequence of frames , optimal for gesture 
method 30 , step 406 of method 40 involves using the detection or object recognition . 
captured motion data to correct the image's perspective , 40 In similar fashion , FIG . 6 graphically depicts the results of 
instead of disregarding any frames that exceed the motion method 40 depicted FIG . 4. The sequence of frames 602 , 604 
size threshold . As with method 30 , method 40 finally passes and 606 are identical to the frames in FIG . 5 , as is motion 
the video frames in an output video stream to a routine or data 603 , 605 and 607. In keeping with the steps of method 
application for gesture detection and recognition . 40 , motion data 605 is compared against motion data 603 

Considering the differing step 406 , modifying the camera 45 resulting in a comparison that exceeds the modification 
image based on input from the motion sensors , moving threshold . Motion data 605 is then used by the implementing 
object in the field of view of the implementing device's hardware and software to recenter and reconstruct frame 
camera can be tracked at the same time that the implement- 604. Portions of frame 604 that may be missing due to 
ing device is in motion . Specifically , when the device's improper camera angle can be pulled from frame 602 , to 
position and / or orientation is changing , successive images 50 construct a new frame 604 that approximates the angle of 
from the device's camera represent nonparallel 2D planes . view presented in frames 602 and 606. The reconstructed 
Using information from gyroscopic sensors to determine frame is then passed through to final video stream 610. As 
camera tilt and pan change relative to the previous frame or in FIG . 5 , motion data 607 for frame 606 is compared to 
the baseline established at sensor initialization ( similar to as motion data 603 and , having a difference that is below the 
described above ) the moved frame can be adjusted so as to 55 modification threshold , frame 606 is passed through to final 
create a perspective similar to the previous frame . Tech- video stream 610 unchanged . Merge 609 depicts that , in 
niques for frame adjustments can combine image informa- addition to frames 602 and 606 , the resulting adjusted frame 
tion from the current and previous frames to stitch together 611 is also included in the final video stream 610 , which is 
a new frame that has the movement minimized , by use of now optimal for gesture detection and object recognition . 
well - known perspective shifting techniques such as those 60 It will be appreciated by a person skilled in the relevant 
implemented by image editing software like iPhoto® or art that methods 30 and 40 can be both implemented and 
Adobe Photoshop® for correcting keystoning , or any other used with a single data stream , using separate thresholds . 
method now known or later devised . Likewise , information For example , a lower modification threshold can be 
from accelerometers can be used to compute how much the employed with an implementation of method 40 , and a 
frame has shifted horizontally , vertically , or depth - wise to 65 higher deletion threshold with an implementation of method 
allow for appropriate cropping and refraining of the moved 30. As a result , for undesired camera movements that exceed 
frame . These transformations allow for the isolation of the modification threshold but not the deletion threshold , the 
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flagged frames will be modified , while movements that 6. The method of claim 1 , further comprising replacing 
exceed the deletion threshold , and thus potentially yield the first frame with a third frame that is previous the first 
frames where modification would not be possible , would frame in the set of frames when the movement value exceeds 
result in frames being deleted . the first threshold value . 

The disclosure above encompasses multiple distinct 5 7. A method , comprising : associating , by a processing 
inventions with independent utility . While each of these device , a first frame of a set of frames with motion data that 
inventions has been disclosed in a particular form , the is captured approximately contemporaneously with the first 
specific embodiments disclosed and illustrated above are not frame ; when a first amount of movement of an image 
to be considered in a limiting sense as numerous variations capturing device does not exceed a first threshold value , 
are possible . The subject matter of the inventions includes 10 accepting , by the processing device , the first frame ; when 
all novel and non - obvious combinations and subcombina- the first amount of movement of the image capturing device 
tions of the various elements , features , functions and / or exceeds the first threshold value : identifying , by the pro 
properties disclosed above and inherent to those skilled in cessing device , a second frame previous to the first frame 
the art pertaining to such inventions . Where the disclosure or that does not exceed the first threshold value ; and replacing , 
subsequently filed claims recite “ a ” element , “ a first ” ele- 15 by the processing device , the first frame with the second 
ment , or any such equivalent term , the disclosure or claims frame ; and adjusting the first frame when the movement 
should be understood to incorporate one or more such value does not exceed the first threshold value and exceeds 
elements , neither requiring nor excluding two or more such a second threshold value , wherein the first frame is adjusted 
elements . using at least one of the motion data associated with the first 

Applicant ( s ) reserves the right to submit claims directed 20 frame or at least a portion of a third frame that is previous 
to combinations and subcombinations of the disclosed to the first frame in the set of frames . 
inventions that are believed to be novel and non - obvious . 8. The method of claim 7 , further comprising : 
Inventions embodied in other combinations and subcombi- identifying a third frame subsequent to the first frame with 
nations of features , functions , elements and / or properties a second amount of movement of the image capturing 
may be claimed through amendment of those claims or 25 device that exceeds the first threshold value ; and 
presentation of new claims in the present application or in a replacing the third frame with the second frame . 
related application . Such amended or new claims , whether 9. The method of claim 7 , further comprising : 
they are directed to the same invention or a different receiving , from an image capturing device , the set of 
invention and whether they are different , broader , narrower frames from a video stream ; and 
or equal in scope to the original claims , are to be considered 30 receiving , from a sensor , the motion data . 
within the subject matter of the inventions described herein . 10. The method of claim 9 , wherein the sensor is physi 

cally attached to a housing of the image capturing device to 
The invention claimed is : detect the first amount of movement of the image capturing 
1. A method , comprising : associating , by a processing device . 

device , a first frame of a set of frames with motion data that 35 11. The method of claim 7 , wherein the motion data is 
is captured approximately contemporaneously with the first indicative of an amount of movement of the image capturing 
frame ; when a sampling rate of the motion data is greater device when the image capturing device captured the first 
than a frame rate of the set of frames , aggregating , by the frame . 
processing device , a first sample of the motion data captured 12. The method of claim 7 , further comprising removing 
at the first frame and a second sample of the motion data 40 the first frame from the set of frames when the first amount 
captured between the first frame and a second frame of the of movement of the image capturing device exceeds a 
set of frames to obtain a movement value ; when the move- second threshold value . 
ment value does not exceed a first threshold value , accept- 13. A system , comprising : an image capturing device 
ing , by the processing device , the first frame from the set of configured to capture a set of frames ; a sensor configured to 
frames ; when the movement value exceeds the first thresh- 45 capture motion data corresponding to movement of the 
old value , rejecting , by the processing device , the first frame image capturing device ; and a processing device coupled to 
from the set of frames ; and adjusting the first frame when the the image capturing device and the sensor , wherein the 
movement value does not exceed the first threshold value processing device is configured to : associate a first frame of 
and exceeds a second threshold value , wherein the first the set of frames with the motion data , when the motion data 
frame is adjusted using at least one of the motion data 50 does not exceed a first threshold value , accept the first frame 
associated with the first frame or at least a portion of a third in the set of frames ; when the motion data exceeds the first 
frame that is previous to the first frame in the set of frames . threshold value , reject the first frame from the set of frames , 

2. The method of claim 1 , wherein the motion data is wherein the motion data is indicative of an amount of 
indicative of an amount of movement of an image capturing movement of the image capturing device when the image 
device when the image capturing device captured the first 55 capturing device captured the first frame ; and adjust the first 
frame . frame when the motion data exceeds a second threshold 

3. The method of claim 1 , wherein the first threshold value value , wherein adjusting the first frame includes at least one 
is indicative of a threshold difference between a first image of utilizing the motion data associated with the first frame or 
shown in the first frame and a second image shown in the incorporating at least a portion of a second frame that is 
second frame . 60 previous to the first frame into the first frame . 

4. The method of claim 1 , wherein the set of frames is a 14. The system of claim 13 , wherein the motion data is 
sequential series of frames from a video stream . captured approximately contemporaneously with the first 

5. The method of claim 1 , further comprising : frame . 
receiving , from an image capturing device , the set of 15. The system of claim 13 , wherein : 

frames captured at the frame rate ; and the motion data comprises at least one of angular rotation 
receiving , from a sensor , the motion data captured at the data of the image capturing device when the image 

sampling rate . capturing device captured the first frame or acceleration 
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13 
data of the image capturing device when the image 
capturing device captured the first frame ; and 

the motion data exceeds the first threshold value when the 
angular rotation data exceeds a second threshold value 
or the acceleration data exceeds a third threshold value . 5 

16. The system of claim 13 , wherein the processing device 
is further configured to adjust the first frame when the 
motion data does not exceed the first threshold value and 
exceeds a second threshold value . 

17. The system of claim 13 , wherein the processing device 10 
is further configured to replace the first frame with a second 
frame previous to the first frame when the motion data 
exceeds the first threshold value , wherein the second frame 
was previously accepted by the processing device . 
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